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| CASPUR—-ENEA cooperation

» ENEA-CR CASACCIA CLIMATE PROJECT AIMS:

# to study the role of oceans in climate changes using
numerical models

» CASPUR APPLIED MATH. GROUP MISSION:

#» serial code optimization and parallelization

The target Is the development of HPC oceanographic

—

models
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Princeton.OceanModel
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~-POM Principal features

e L. Mellor and A F. Blumberg, 1977

*» 3D primitive ocean model

It solves the Novier-Sokes equations along with a non-linear equation
of state which couples the two active tracers to the fluid velocity

» Sigma coordinates | ' Horizontal curvilinear
orthogonal grid
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Princeton.OceanModel

P L S D I S D e Ry _EECASPUR____
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| POM parallelization roadmap

Many parallel POM codes available from literature

CASPUR-ENEA CR CASACCIA parallelization
results:

MPI parallel code (2000)
Hybrid MPI1+OpenMP parallel code (2001)

A lot of good work was done

This work was the starting point for the
parallelization of a diff erent release of POM entirel y
developed and mantained by ENEA CR CASACCIA
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| The EPOM code

A modied version of POM developed by
ENEA-CR CASACCIA

Fully Fortran 90 (dynamic allocation, array syntax)
New diagnostic routines

New advection scheme (sour ce code available for
POM-USERS)

New mix ed zeta—sigma vertical coor dinates (based
on paper: Mellor, G. L., S. Hakkinen, T. Ezer and R.
Patchen, A generalization of a sigma coor dinate

ocean model and an inter comparison of model |
vertical grids, Ocean Forecasting 2002)
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Question: Could people in ENEA CR CASACCIA
have the full contr ol of the parallel EPOM code In
order to maintain and update it?

Answer : no. If MPIl is used! why?:

The standar d researcher has a good experience In
Fortran programming but nearly no expertise In
parallel computing

An MPI code is unreadb le for a non—e xpert user

The effort to maintain an MPI program grows

propor tionall y with its comple xity and with the |
number of code rearrang ements



I EPOM parallelization Dream

A tool based on the high—le vel technique: all of the
low—level serial and parallel machinery (data
partitioning, comm unications, 1/O, ...) Is de ned Vvia
compiler directives and is performed by the
compiler in a user—hiding mode

—



I EPOM parallelization Dream

A tool based on the high—le vel technique: all of the
low—level serial and parallel machinery (data
partitioning, comm unications, 1/O, ...) Is de ned Vvia
compiler directives and is performed by the
compiler in a user—hiding mode

...with the same performance and por tability of MPI

—



| EPOM parallelization Dream

A tool based on the high—le vel technique: all of the
low—level serial and parallel machinery (data
partitioning, comm unications, 1/O, ...) Is de ned Vvia
compiler directives and is performed by the
compiler in a user—hiding mode

...with the same performance and por tability of MPI

We oriented our choice towards Scalable Modeling

System (SMS) toolkit



| EPOM parallelization Dream

A tool based on the high—le vel technique: all of the
low—level serial and parallel machinery (data
partitioning, comm unications, 1/O, ...) Is de ned Vvia
compiler directives and is performed by the
compiler in a user—hiding mode

...with the same performance and por tability of MPI

We oriented our choice towards Scalable Modeling
System (SMS) toolkit

SMS is entirel y developed and maintained by the

Advancing Computing Branc h of Aviation Division
of NOAA We thank SMS Staff for their suppor t! |
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The advqg.routine of SMS—EPOM

subroutine advq(gb,q,dti2,q f)
use memory

implicit none
integer & 0,j,k,it
real o dt2

CSMS$DISTRIBUTE(pom dec,1, 2) BEGIN
real .- gb(im,jm,kb),q(i m,j m,kb),g f( im, jm kb ),
$ xflux(im,jm,kb), yfl ux(i m,j m,kb)

CSMS$DISTRIBUTE END
CSMS$PARALLEL(pan_dec < i>, <j >) BEGIN

xflux(:,:,:)=0.e 0
yflux(:,:,:)=0.e 0
CSMS$CHECK _HAL@€1:0,1:0>, hal o of q in advq)
do k=2,kbm1l
do j=2,m

do 1=2,im



| The advg.routine of SMS—EPOM

xflux(i,},k)=.2 5e0*( q(i,j ,k)+g (i -1, j, k) *
$ (u(i,j,k)+u(i,j, k- 1))
yflux(i,j,k)=.2 5e0*( q(i,j ,k)+g( ,- 1,Kk) *
$ (v(i,j,K)+v(i,j, k- 1))
enddo
enddo
enddo
do k=2,kbm1l
do j=2,)m
do i=2,im
xflux(i,j,k)=xf lux (i ,j ,k) -. 5e0*( aam(i ,j, Kk) +
$ aam(i-1,j,k)+
$ aam(i,j,k-1)+aa m(@i -1 ,j, k-1))
$ *(gb(i.j,k)-gb(i -1, k) )*d um(i )
$ [(dx(i,j)+dx(i-1 J )

—



| The advqg.routine of SMS—EPOM

yflux(i,j,k)=yf lux (i ,j ,k) -. 5e0*( aam(i ,j, Kk) +

$ aam(i,j-1,k)+
$ aam(i,j,k-1)+aa m(@i ,j -1, k-1))
$ *(gb(i.j,k)-gb(i J -1, k) )d vm(i )
$ /(dy(i,))+dy(l,] -1))

xflux(i,j,k)=.25 e0* (dy( ,j )+dy(i- 1,j))
$ *(dzz(i,j,k-1)+dz z(i -1,, k-1) *
$ xflux(i,j,K)

yflux(i,j,k)=.25 e0* (d x(i ,j )+dx(i, j-1 )
$ *(dzz(i,j,k-1)+dz z(i j -1, k-1)) *
$ yflux(i,j,k)

enddo

enddo

enddo

CSMS$SEXCHANGE(Kix <0:1 ,0: 0>,yf lu x<0:0,0 :1>)

—



| The advg.routine of SMS—EPOM

do k=2,kbml
do j=2,jmml
do i=2,imml
gf(i,j,k)=.5e0*( w(i,j,k-1)*q(i,] k- 1)
$ -w(i,j,k+1)*q(i, Lk +1)* art( i) )
$ +xflux(i+1,,K)- xflux (i ,j, k)
$ +yflux(i,j+1,k)- yflux (i ,j, k)
gf(i,j,K)=((dzb( I,j ,k)+dzb(i ,j, k-1)) *art( i, j) *
$ gb(i,},k)
$ -2 . *dti2*gf(i,] K ) ((d zf (i, j, k) +
$ dzf(i,j,k-1))*ar ti . ))
enddo
enddo
enddo

CSMS$COMPARE_VMAR ;' advqg' )

CSMS$PARALLELEND
return
end
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1 server 690
32 Power4, 1.3 Ghz, 64 GB RAM
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Mediterranean SeaTestCase

grid points

unused in TERRA con guration. Use NOTERRA to skip computation on land points

The serial code runs for about 15 seconds on a single Power4 for single time-step ( —— Of

day)
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| Mediterranean SeaTestCase

Salinity and Temperature plots up to 10 meters depth:
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Salinity and Temperature plots up to 250 meters depth:



Performanceresults: TERRA

| routine [ms] | 1 |4 |8 |12 |16 |20 |24 |28 [32 |
total 14900 | 4.1 | 7.7 10.8 |1 13.3(15.1|17.5| 19.5 | 21.2
advt s c 2510 4.2 | 7.6 10.7 | 13.1 | 15.3 | 17.9 | 20.2 | 22.2
profq 1610 43|84 12 15.5(17.9 | 20.9 | 23 23.7
smol a c 1570 4.4 | 9.3 14.7 | 19.1 | 22.4 | 27.5 | 32 35.7
proft 720 4.2 | 8.8 13 17.1 | 21.2 1 24.8 | 26.6 | 31.3
advct 717 45 |7.9 11.4 | 13.8 | 16.3|19.4 | 21.7 | 22.4
dens 632 4.3 |11.1 |18 23.4 | 28.7 | 35.1 | 39.5  45.1
denst 511 45 |12.8]21.3|128.4|35.7|42.5|51.1 | 53.8
advqg 428 511|9.9 14.3 | 17.5 | 20.4 | 21.9 | 23.1 | 26.7
profs 248 4.3 | 8.5 11.8 | 16.5 | 17.7 | 20.7 | 22.5 | 24.8
profu 242 4.2 | 7.8 11.5 | 15.1 | 18.6 | 22 26.9 | 28.5
profv 240 4.4 | 8.3 11.5 | 15.5 | 20.2 | 22 26.3 | 26.4
baropg 175 4.2 | 7.6 12.1|112.1|12.5 | 15.1 | 15.3 | 16.1
vertvl 146 4.7 |1 9.1 11.7 | 14.6 | 14.7 | 15.4 | 15.5 | 15.7
advave 12.8 4.3 | 8.3 12.2 | 16 19.4 | 21.7 | 27.3 | 28.4

Very good performances (the table shows a
speed—up of almost 21 on 32 cpus)



| Performanceresults: NOTERRA

| routine [ms] | 1 4 |8 |12 |16 |20 |24 |28 |32 |
total 9040 | 3.2 | 5.5 7.6 9.9 10.9 | 12.5 | 13.7 | 14.4
advt s ¢ 1475 | 3.2 | 5.3 7.5 9.8 10.9 | 12.7 | 14 15.3
profq 942 4.3 13.0|24.7|131.4|139.2|142.8|49.6 |55.4
smol a c 815 42 | 17.7 | 32.6 | 40.7 | 40.7 | 45.3 | 47.9 | 47.9
advct 475 3.3 6.2 9.3 11.9 | 17.6 | 18.2 | 22.6 | 25.7
dens 320 4.2 42.1 | - - - - - -
denst 280 4.3 46.6 | - - - - - -
advq 214 3.7 | 7.9 10.7 | 14.3 | 16.5 | 17.8 | 26.7 | 26.7
proft 169 4.8 | 28.1 | 228 234 | 393 | 394 | 422 422
profs 147 4.7 | 29.4 | 287 288 612 | 408 | - -
profu 131 4.4 | 14.5 | 43.7 | 37.4 | 57 65.5 1 81.8 | 87.3
profv 125 43 16.6 |45.2 | 35.7 | 67.5 | 65.7 | 96.3 | 96.4
baropg 109 3.6 | 6.8 7.8 10.9 | 6 7.5 6.8 16.1
vertvl 109 4.2 9.9 12.8|116.3|19.1 | 17.3 | 20.2 | 20.2
advave 9 3.7 6.1 9.7 12.5 | 20 20 27.2 | 31

The performance degradation can be explained with the

reduced amount of computation and increasing load—

Imbalance but also with cache misses during the EX- |
CHANGE step



I Future Developments

Coupling with higher resolution SubModels
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| Mediterranean seaCir culation

The circulation in the Mediterranean Sea s
characteriz ed by diff erent oceanographic features
localiz ed in diff erent areas, requiring diff erent
resolutions

Examples: Gibraltar strait, Sicily channel
(see again?)

Coupling the Mediterranean Model (resolution
about 10 Km) with Sub Area Models (resolution
about 1 Km) is an ef cient way to combine
reasonab le computation times with the necessity

of higher resolution Iin some areas |
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| Ligurian_seaCoupling example

Three Indipendent interacting processes.

: baroclinic circulation In the Coarse
region

Process F: baroclinic circulation in the Fine region

Process D: barotropic circulation in the Entire area

at the coarse resolution and driver of all the |
comm unications
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| Ligurian._seaCoupling Advantages

The same Model is applied in all areas (only one
code Is needed)

All three processes are parallel ones (SMS
parallelization)

The barotropic application applied to the entire
area limits the comm unications at each internal
time step (internal-to external time step ratio Is
usuall y 60) and avoids possib le noises at the
boundar y between coarse and ne regions. We
plan to use Model Coupling Toolkit from SciDAC

project for an ef cient parallel coupling |
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