The CPMD Code:
from Clustered Regatta Frames
to Blue Gene

A .Curioni
Computational Biochemistry and
Material Science Group
IBM Zurich Research Laboratory

www.zurich.ibm.com




Outline of the talk




CPMD history

www.cpmd.org




CPMD distribution:
An extended community.

CPMD distribution

B 100-500
>500




CPMD at IBM Zurich

System
(limit)

Type of
calculation

HW

Type of
algorithm

one organic molecule
of
~50 atoms

dynamics;
electronic
structure

RISC6000/580
(125 MFlops)

serial

liquid
100 atoms.
organics
water

reaction
dynamics -
free energy

SP1-16 nodes
(2 GFlops)

parallel/MPI

biomolecules
200 atom models and
in water

reaction
dynamics;
electronic

structure

SP2/66MHz
16 nodes
(4.2 GFlops)

parallel/MPI

complex interfaces
400 atoms.
water/oxide
organic/metal

all
of the above

SP2/166MHz
32 nodes
(20.5 GFlops)

parallel/MPI

supramolecular
systems
1000 atoms.
2D quantum dots
arrays

all
of the above

SP3/200MHz
64/2 ways nodes
(102.4 GFlops)

parallel/MPI+
OpenMP

small proteins
realistic interfaces
3000 atoms

all
of the above

p690/1.3GHz
8/32 ways nodes
(1.3 TFlops)

parallel/MPI+
OpenMP+
Globus
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Total Energy of a molecular system
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Optimization of Molecular Structure

Optimization of E > Structure optimization or

|

Molecular Dynamics

LPI (I‘)ZZjCij(Dj - Extended basis set (Plane Waves)

Direct Minimization(Orthogonalization)

Car-Parrinello




Total Energy of a molecular system
with a plane wave basis set
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Scaling 1

The size of a system 1s determined by the number '/ of PWs needed
for its accurate description, the number " of electrons,
and the number ' of 1ons.

(CPU time)
: (e.g. calculation of the density, calculation of the forces)

: (e.g. orthogonalization)

(Memory)
: (electronic wavefunction 1n reciprocal space)




Scaling 11

(CPU time)
- (NR)
(Memory)
- (Hessian)

For molecular systems up to 1000 atoms
(max size for a 100 GFlop computer):




Implementation Strategy

 reduce the number of operation by a factor 2
» two 3D-FFT can be made at the price of one

 reduce the number of operation by a factor 2 — std 3D-FFT routines not
usable




Example of Single processor performance
on Power4 (1.3GHz)

DGEMM max Relative Performance = 66 %




Distributed Memory Parallelization

*A processor hosts full planes of real-space grid points.




Distributed Memory Parallelization

. (Mx,My,Mz) points , F(x,y,z)
My,Mz ID-FFT along x

data transposition F(x'y,z)
Mx,Mz ID-FFT along y

data transposition F(x'y'z)
Mx,My ID-FFT along z




Distributed Memory Parallelization
Problems




Distributed Memory Parallelization

Problems




Distributed Memory Parallelization

Solutions




Mixed MP1/OpenMP parallelization

— Same data distribution
on all large loops

the zeroing routines and to the
Gather and Scatter routines




Taskgroups parallelization




Distributed Memory Parallelization

Solutions
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Test Cases




Test 1: performance and Scaling on
Single Regatta Frame (p690 1.3GHz)

N Proc Time/Step  Performance Parallel Relative
Q) (GFlops) Efficiency Performance

313 2.0 38%

161 RRY 37%
R, 7.6 36%
48 RN RYAZ
28 23.1 28%
18 RERY 22%




Test 2: performance and Scaling on
Single Regatta Frame (p690 1.3GHz)

N Proc Time/Step  Performance Parallel Relative
Q) (GFlops) Efficiency Performance

2761 2.4 46%
1422 4.6 45%
728 8.9 44%
395 16.5 41%
212 30.8 38%
126 51.6 34%




Example: MPI vs MPI/SMP
Single Regatta Frame

System MPI/SMP  Performance
tasks (GFlops)

216 atoms 32/1 36
216 atoms 8/4 36
512 atoms 32/1 52
512 atoms 8/4 50




Test 1 on switched Regatta frames
(p690 1.3GHz) (Colony switch)

N Proc MPI/SMP Time per step Performance Parallel
tasks (s) (GFlops) Efficiency

1024 128/8 4.24 160 8%
1024 256/4 8.0 86 4%




Test 2 on switched Regatta frames
(p690 1.3GHz) (Colony switch)

N Proc MPI/SMP Time per step Performance Parallel
tasks (s) (GFlops) Efficiency

672 64/8 20.1 380 24%
1280 160/8 10.6 703 RN
1280 320/4 22.1 339 21%




Test 3 on switched Regatta frames

N Proc MPI/SMP Time per step Performance Parallel
tasks Q) (GFlops) Efficiency

256/4
154/8




Test 1: BlueGene/LL
(prototype 500MHz)/Mesh

N Proc TaskGroups Time per step Parallel
(s) Efficiency
90. 100%
45.5 100%
23.1 97%
12.1 97%
6.5 90%
3.5 81%
2.1 68%
1.2 60%




Test 1: Performance and Scaling on
JS20 blades PPC970 1.6GHz

N Proc Time/Step  Performance Parallel Relative
Q) (GFlops) Efficiency Performance

102.5 6.1 100% 24%
52.0 12.1 98% 24%
29.1 19.3 80% 19%
15.6 27.6 76% 14%

8.6 50.1 S1% 12%




Test 1: Scaling - comparison
p690-J520-BG/L

N
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